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Abstract—Natural user interfaces are increasingly 

popular these days. One of the most common of these user 

interfaces today are voice-activated interfaces, in particular 

intelligent voice assistants such as Google Assistant, Alexa, 

Cortana and Siri.  

However, the results show that although there are many 

services available, there is still a lot to be done to improve the 

usability of these systems. Speech recognition, contextual 

understanding and human interaction are the issues that are 

not yet solved in this field. 

 In this context, this research paper focuses on the state of 

the art and knowledge of work on intelligent voice interfaces, 

challenges and issues related to this field, in particular on 

interaction quality, usability, security and usability. As such, 

the study also examines voice assistant architecture 

components following the expansion of the use of technologies 

such as wearable computing in order to improve the user 

experience. Moreover, the presentation of new emerging 

technologies in this field will be the subject of a section in this 

work.  

The main contributions of this paper are therefore: (1) 

overview of existing research, (2) analysis and exploration of 

the field of intelligent voice assistant systems, with details at 

the component level, (3) identification of areas that require 

further research and development, with the aim of increasing 

its use, (4) various proposals for research directions and 

orientations for future work, and finally, (5) study of the 

feasibility of designing a new type of voice assistant and 

general presentation of the latter, whose realization will be the 

subject of a thesis. 

Keywords—Artificial intelligence, Human Machine 

Interaction, Literature review, Machine learning, Natural 

language processing, Voice assistant. 

I. INTRODUCTION 

People have already witnessed a method of interaction 
between a user and mobile devices, where buttons played an 
important role in the interaction with the device. However, 

this interaction has been developed from the past in different 
ways, as shown by the evolution of smartphones, tablets and 
smart devices. Buttons have been replaced by a touch screen 
system, as well as many new methods of interaction with a 
mobile device, such as voice, camera and fingerprints. 

The focus is now on new ways of communicating so that 
man and machine can work together without apprehension. 
Intuitive, simple and recognisable are the terms used to 
describe human-machine interfaces. Researchers are 
working to recognise and interpret gestures, facial 
expressions and emotions. Even brain waves are recorded 
by neuro-sensors in order to interpret the intentions of 
individuals. Scientists are even working on the spoken 
language between man and machine. Based on the model of 
smartphone voice assistants, the machines will be able to 
react to spoken instructions. 

However, despite the fact that much progress has been 
made since the first human-machine interfaces were 
created, interaction is still limited by the autonomy of 
machines. Human-machine interaction is therefore still far 
from achieving what is called “natural interaction”. 

A natural user interface (NUI) is a human-computer 
interaction system that the user uses through intuitive 
"invisible" actions. The purpose of these interfaces is to hide 
the complexity of the system even if the user is experienced 
or the interactions are complex. Examples of actions 
commonly used by NUI include touch and gestures. In 
recent years, a new generation of voice-activated personal 
assistants has become common and widespread. Indeed, 
communication with devices using voice is now a common 
task for many people. Intelligent personal assistants, such as 
Amazon Alexa, Microsoft Cortana, Google Assistant, or 
Apple Siri, allow people to search for various topics, 
schedule a meeting, or make a call from their car or their 
hands, no longer needing to contain mobile devices. These 
intelligent assistants therefore use natural language user 
interfaces (NLUI) to interact with users. NLUI involves the 
translation of human intention into commands to control 
devices via voice recognition. These gadgets feature 
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advances in artificial intelligence (AI), speech recognition, 
semantic web, dialogue systems and natural language 
processing, thus consolidating the concept of intelligent 
assistant. The term "intelligent voice assistant" therefore 
translates as a system that is able to understand, respond to 
voice input and process the user's request. As people interact 
with an increasing number of devices by voice, conversation 
becomes an essential mode of interaction between humans 
and computers. The benefits are not only the voice control, 
but also the dialogue-style nature of the interactions, which 
allows hands-free human-device interaction, and this 
technology allows computing to work in new and 
unexplored areas. 

Since the introduction of voice assistant systems in the 
1990s, many research papers have been published on the 
subject, including some surveys. In [1], the authors present 
an overview of intelligent voice assistant types, devices and 
user interface, indicating their current challenges. Pokojski 
[2] describes the concepts of voice assistant software, 
including the proposal of a specific approach and the 
discussion of knowledge-based systems. The authors 
conclude that it is relatively difficult to develop universal 
intelligent personal assistant software. Another paper 
focuses on comparing personal assistants to understand the 
design, architecture and implementations of the framework 
[3]. Finally, [4] explores cognitive assistants, which is a 
subset of intelligent assistants, focusing on pervasive 
platforms and services. 

In analysing all the articles found in this research area, 
few people have proposed systematic literature reviews 
aimed at identifying different key areas of research on 
intelligent voice assistants. Although work of this nature is 
essential in many areas, in addition to artificial intelligence, 
expert systems, conversational and cognitive agents, as it 
identifies the main applications, technologies involved, 
software architectures, challenges and open questions, as 
well as opportunities regarding the voice assistant. 
Therefore, one recently published work [5] aims to discuss 
important concepts and conclusions regarding intelligent 
assistants, using this methodology. However, as noted in 
other work [6][7], systematic review literature searches 
have some limitations due to the enhanced methodological 
rigour. Furthermore, these work are limited to aspects 
related to concepts and applications. Shortly after, another 
research paper [8] focused on the knowledge of virtual 
environment and virtual assistant interfaces work, and 
presents virtual assistant applications that help to access the 
software without having knowledge of how the software 
works. It also describes the limitations and challenges that 
arise in virtual assistant technology. 

In this work, they tried to mitigate the search bias in 
order to obtain an overview of the current literature without 
explicitly evaluating articles that refer exclusively to the 
improvement of the intelligent voice assistant components. 
As a result, the literature is still limited to aspects related 
only to the system rather than the inclusion of new 
techniques such as speech recognition or the form of 
interaction, as examples. 

 
1  Human-computer interaction, or HCI, is concerned with the design and 

development of interactive systems, taking into account their societal and 

ethical impacts 

In this paper, we will provide an overview of the state of 
the art of intelligent voice assistants with the aim of 
analysing; in addition to presenting the research directions 
and new technologies related to; the architectures and 
components of these assistants.  

Obviously, the current study is therefore the result of a 
systematic review of the literature designed to provide an 
overview of the research field of intelligent voice assistants, 
emphasising especially, unlike the last reviews, those 
components and architectures of current voice assistant 
systems; and identifying the different specific and general 
promising directions. 

Given the state of the art studied, this paper not only 
highlights the challenges related to usability, security and 
privacy, but also proposes perspectives for solutions. The 
proposals made thus provide a set of contributions that can 
be used as guidelines for future research by the scientific 
community.  

The work is organised as follows: Section 1 discusses 
the context of the intelligent voice assistant. Subsequently, 
Section 2 presents the results obtained from the collection 
of articles by highlighting the current literature of the 
different technical components of the intelligent voice 
assistant. New technologies in the field are presented in 
Section 3. In section 4, we will highlight recent challenges 
before identifying future research directions and 
orientations that can bring improvement on the intelligent 
voice assistant system. In the last section, we will make a 
general description of our main future work which is 
nothing but the result of the ideas from related work, 
perspectives and limitations of the research work of 
different recently published papers. 

II. CONTEXT OF THE INTELLIGENT VOICE 

ASSISTANT 

Human-computer interaction 1  by voice is not a new 
idea. For a human being, speech is the most natural means 
of communication, so the idea of teaching computers to 
recognise and understand verbal language may be as old as 
the first computers. However, early attempts to do so were 
limited by the computing power and storage capacity of 
computers, so that computers could only recognise a small 
subset of words [9]. Modern AI assistants can have a fluid 
conversation with users, providing the same experience as 
if users were talking to a real person. 

A. Definition 

In a nutshell, a voice assistant can be described as 
software that receives and interprets verbal input from the 
user, performs a requested task if necessary, and then 
responds back to the user in a verbal format. Voice 
assistants rely on artificial intelligence and self-enhancing 
machine learning algorithms to improve the accuracy of 
speech understanding. Virtual assistants can be distributed 
as a stand-alone device (smart speaker) or as an application 
for smartphones or computers. 
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B. Architectures standards 

The relevance of a robust architecture for intelligent 
assistants is in fashion, indeed, several proposals for 
architectures have emerged in recent years [10]–[12]. These 
authors draw attention to the need for skill-extensible 
assistant behaviours to provide both flexibility and 
scalability. Thus, personal assistant behaviours actually use 
the concept of cloud computing, which is enabled by web 
services distributed over many repositories with application 

services provided by different companies, organisations or 
developers. 

As shown in other work [13], the main agents of 
intelligent assistants use the process described in Figure 1. 
These agents have as a first step the transcription of speech 
into words or sentences to allow the use of natural language 
understanding and resources, leading to a semantic 
interpretation of the input.

 

 

Fig. 1. An overview of the underlying intelligent voice assistant interaction model [13] 

Some work proposed advances in personal assistant 
architectures [14]–[16], frameworks [17]–[19], advances in 
techniques for predicting user behaviour [20], approaches to 
better tracking intentions [21] and extending the assistant to 
other languages [22]. In addition, some papers proposed 
techniques to recommend the right information at the right 
time and help intelligent personal assistants to perform tasks 
[23], to predict the user's next intention [24] and to make the 
conversation more friendly. In sequence, Milhorat et al [25] 
proposed a set of challenges for PDAs that could improve 
their state-of-the-art context-aware architecture by using the 
large amount of data available and not only according to 
what is directly requested by the user. These challenges 
have already been overcome by some commercial personal 
assistant applications, including Google Assistant, but they 
pose a user privacy problem due to the need to store a lot of 
information such as real-time location, speech, etc. 

The majority of the work surveyed to propose 
architectures used an already known platform called Sirius 
[26], which is "an open end-to-end intelligent assistant 
webservice application that accepts requests in the form of 
voice and images, and responds with natural language". 
Sirius consists of three services: automatic speech 
recognition, question answering and image matching. The 
first uses a combination of a Hidden Markov Model and a 
Deep Neural Network (DNN) [27]. In the second service, 
the text output of the automatic speech recognition is used 
as input to OpenEphyra [28]. Finally, they based the image 
matching service on the SURF algorithm [29]. 

III. COMPONENTS OF THE VOICE ASSISTANT 

ARCHITECTURE 

A. Voice recognition 

Everything we say, whether verbally or in writing, 
contains huge amounts of information. In theory, we can 
understand and even predict human behaviour using this 
information. 

The problem is that a person can generate hundreds or 
thousands of words in a statement, each sentence having its 
corresponding complexity. 

Thus, we need a comprehensive system to structure and 
analyse this data to extract relevant information, to be used 
for various applications, reducing manual work. 

Speech recognition is an interdisciplinary subfield of 
computational linguistics that develops methodologies and 
technologies for the recognition and translation of spoken 
language into text by computers. 

For many decades, researchers have been working in the 
field of speech recognition and communication. 
Researchers have made valuable contributions in this field 
so far. They have also contributed in the field of speech 
recognition as well as speaker-dependent and speaker-
independent speech recognition. 

In this respect, a work [30] presents the main scientific 
techniques and approaches, which have been developed by 
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various researchers in the broad field of speech recognition, 
that have developed over the last decades. The fundamental 
techniques and methods for speech recognition are 
discussed. 

1) Speech recognition 
Speech recognition technology can be used to perform 

an action based on human-defined instructions. The human 
needs to train the speech recognition system by storing the 

speech patterns and vocabulary of their language in the 
system. In doing so, they can essentially train the system to 
understand them when they speak. It incorporates 
knowledge and research from the fields of linguistics, 
computer science and electrical engineering. The five 
phases of NLP 2  involve lexical analysis (structure), 
syntactic analysis, semantic analysis, discourse integration 
and pragmatic analysis [31]. The Fig. 2 shows the 5 stages 
of NLP.

 

Fig. 2. Phases of PNL

To shed more light on this problem, an article [32] 
distinguished between a review of the components of NLP, 
followed by a presentation of the history and methods of 
NLP, and the state of the commercial prospects of natural 
language processing for speech recognition. 

Indeed, these many years of research have made 
automatic speech recognition one of the challenging areas 
and have made it an important research topic. 

In another work [33], the authors present some of the 
important work or updates done by researchers to make this 
automated speech recognition (ASR) work as it is today. 

The literature survey shows the chronic order of 
inventions and discoveries in the field of speech 
recognition. 

Recently, deep learning algorithms have mainly been 
used to further improve the capabilities of computers to 
understand what humans can do, which includes speech 
recognition. Therefore, it is quite natural that one of the first 
applications of deep learning was speech, and to date, a 
large number of research papers have been published on the 
use of deep learning for speech-related applications, 
especially speech recognition  [34]–[36]. 

Therefore, the paper [37] provides an in-depth review of 
the various studies that have been conducted since 2006, 

 
2  A sub-field of linguistics, computer science and artificial intelligence 

concerned with the interaction between computers and human language, in 

when deep learning first emerged as a new area of machine 
learning for speech applications. 

Among other things, nowadays all kinds of devices in 
life are oriented towards networking and artificial 
intelligence, and the mode of operation has also shifted from 
touch buttons to more advanced control methods such as 
voice control. 

 

Fig. 3. Speech recognition with Neural Network 

(www.gosmar.eu/machinelearning) 

Therefore, in terms of the requirements of intelligent 
speech recognition in the family, an acoustic model based 
on speech feature recognition and the adopted DNN-HMM 
is designed in [38]. Figure 4 gives an overview of a DNN-

particular how to program computers to process and analyse large amounts of 

data in natural language.  
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HMM model. After experimentation, the speech recognition 
accuracy of the speech recognition system model reached 
the design requirements. 

 

Fig. 4. DNN-HMM System [39] 

Although machines currently share the same level of 
ASR cognition with humans in quiet environments, they do 
not yet share the same level of ASR cognition with humans 
in noisy work spaces [40]. By simulating the mechanism of 
the human brain on multimodality-based speech 
recognition, audiovisual speech recognition (AVSR) has 
been put forward. 

Therefore, a detailed review of recent advances in the 
field of audiovisual speech recognition is presented in [41]. 
Robust AVSR has been shown to significantly improve the 
recognition accuracy of ASR systems under various adverse 
acoustic conditions [42]. 

Speaker recognition 

On the other hand, speaker recognition has also been the 
subject of active research for many years and has various 
potential applications such as in mobile phones and many 
biometric security systems. The speaker recognition process 
aims at extracting the identity of the speaker based on 
individual information from the speech signals. 

In this respect, a paper [43] provides a detailed overview 
of the different machine learning algorithms used for the 
speaker identification task. 

These ML 3   algorithms include some conventional 
approaches.  Secondly, the most widely used methods 
nowadays using deep learning such as deep neural network 
(DNN), deep belief network (DBN), convolutional neural 
network (CNN). Among all ML techniques, deep learning 
has achieved a state-of-the-art result in the field of speaker 
identification. 

Moreover, it is clear that it is a difficult task to teach a 
machine the differences of human voices, especially when 
people belong to different backgrounds such as gender, 
language, accent, etc. 

 
3 Machine learning 

Therefore, a paper [45] recently used the deep learning 
approach to build and train two models: Artificial Neural 
Network (ANN), Convolutional Neural Network (CNN). 

In the former, the neural networks are fed with various 
features extracted from the audio collection, while the latter 
is trained on spectrograms. Finally, the transfer learning 
approach is deployed on both to obtain a viable result using 
limited data. 

 

Fig. 5. Phases of Speaker Identification [44] 

Furthermore, with the increasing demand for human-
computer interaction (HCI) systems, speech processing 
plays an important role in improving HCI systems. The 
development of gender recognition systems has applications 
in gender-based virtual assistants, telephone surveys and 
voice-activated automation systems. 

Therefore, another project [46] used the analysis of 
speech signals and its different parameters to design a 
gender classifier. The main objective of the gender classifier 
is to predict the gender of the speaker by analysing different 
parameters extracted from the speech sample. 

Finally, while some limited research has been conducted 
in the broad research area of speaker recognition, most of it 
is currently outdated. Therefore, an article [47] focuses on 
the renowned research area and explores various 
dimensions of such an exciting research field. The paper 
targets the research area from several aspects, including 
fundamentals, feature extraction methodologies, datasets, 
architectural constructs, performance measures and 
challenges. 

2) Research Directorates 
As seen above, there is a lot of work trying to solve the 

automatic voice recognition problem, but according to [37], 
the majority of these papers have focused on speech 
recognition as an application in use. 
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The analysis of the results provided in [37], allowed us 
to identify new and interesting research topics that have not 
yet been examined, as well as to highlight some of the gaps 
in the existing studies. 

Firstly, it is worth trying, when using deep learning 
models, other feature extraction methods such as linear 
predictive coding (LPC)4. 

Furthermore, 75% of the DNN models were stand-alone 
models while only 25% of the models used hybrid models. 
It would therefore be more appropriate to use hybrid models 
as research has shown that using Hidden Markov model 
(HMM) or Gaussian Mixture Modelling (GMM) to inform 
a DNN model gives better results [48]. 

Another observation made in this study too is that there 
is little work on speech recognition using recurrent neural 
networks (RNN). There is great interest in conducting 
research using deep RNN in the future, as RNN models, 
especially long and short term memory (LSTM), are very 
powerful in speech recognition [49]. 

 

Fig. 6. LSTM for speech recognition 

In Fig. 6, an extract of an LSTM model is shown. 

We therefore plan to employ recent types of RNNs in 
speech recognition tasks to train efficient and robust speech 
recognition models. 

Furthermore, in [41], it was shown that robust 
audiovisual speech recognition significantly improves the 
recognition accuracy of speech recognition systems under 
various adverse acoustic conditions. 

The analysis also showed that deep learning and AVSR 
are now inextricably linked, and the favourable anti-noise 
performance of the end-to-end AVSR model and the deep-
level feature extraction capabilities of deep learning-based 
feature extractors will be able to guide a class of multimodal 
HMIs directly to a solution. 

As part of the continuity of the field, we will focus on 
the exploitation of deep learning techniques for speech 
recognition. Then, we propose to introduce other analysis 
variables to widen the scope of recognition in natural 
interfaces. 

In addition, we plan to study the feasibility of 
multilingual speech recognition to overcome the limitation 
of speech restriction. 

However, we have seen earlier that speech recognition 
is the emerging area of security and authentication for the 
future [32]. 

As such it provides users with the appropriate and 
effective method of the authentication system based on 
voice recognition. Therefore, an interesting direction would 
be to secure the use of the virtual assistant from the voice 
interface itself. In addition, we plan to introduce also the 
gender modality of the user in the processing and analysis 
of speech. 

Indeed, voice is used in the fields of human voice 
authentication for security purposes and identification of a 
person among a group of speakers. 

With this in mind, several papers have studied different 
machine learning algorithms used for the speaker 
identification task [43]. 

It is observed that unlike the complicated process of 
extracting features from speech signals and then feeding 
these features into early classifier models such as SVM, RF 
and kNN, the SI process feeds the raw audio signals directly 
to DL-based classifiers such as CNN. 

This has led to good tangible results in terms of 
performance and efficiency. Not surprisingly, with the 
continuous progress of AI, the speaker identification task 
should become more accurate and less complicated. 
Although we still propose to identify the best context-
dependent ML algorithms for a robust speaker recognition 
system based on the problem. 

Finally, recently, [47] significantly confirms the existing 
defaults and variants of ASR systems that could help us to 
quickly adapt the concepts of the research area. 

Furthermore, comparisons and future guidelines would 
help to explore a broader perception of speaker recognition 
technologies, including architectural and feature extraction 
terminologies. 

Finally, we propose to include speaker analysis in 
speech recognition to target messages and speakers.

TABLE I.  SUMMARY AND FUTURE PROSPECTS ON VOICE RECOGNITION 

Comments on the related work on voice recognition Propositions 

Security issues • Local use 

• Gender recognition 

• Speech analysis 

• Taking into account speaker analysis in speech recognition 

Low use of deep learning techniques • Use of CNN methods for ease and accuracy 

Low use of recurrent neural networks • Using LSTM models 

 
4 A tool used primarily in acoustic signal and speech engineering to represent 

the spectral envelope of a digital signal in the form of compressed speech, using 

information from a linear prediction model. 
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DNN with autonomous models • Use of hybrid model with HMM or GMM 

Requirement for multi-modal multi-purpose recognition • Combining deep learning with multimodal HMI 

• More analytical variables 

• Multilingual speech recognition 

B. Natural language understanding 

The way the machine analyses natural language is not 
quite the same as that of a human. Indeed, as the amount of 
speech or text to be analysed increases, the processing 
becomes more complex. Several methods for automatic 
natural language understanding have been proposed over 
the years. Recently, researchers have focused on lexical and 
semantic relationships through the extraction of keywords 
or, more recently, key phrases in order to deduce the overall 
significance of a text, a paragraph or a sentence. They can 
even go further by generating summaries of the latter by 
exploiting the keywords or phrases obtained. 

1) Keyword extraction 
Keywords, which are important expressions in 

documents, play an important role in various applications of 
text mining, information retrieval (IR) and natural language 
processing (NLP). The task of keyword extraction is an 
important problem in text mining, IR and natural language 
processing. 

Although several works on keyword extraction have 
been published in the last few years, since our paper is about 
voice assistant we have done some sorting and will present 
only those papers that we consider relevant to this topic. 

 

Fig. 7. Classification methods for keyword extraction

To date, according to a work [50] which provides a 
general and comprehensive introduction to the field of 
keyword/key phrase extraction, no single method or set of 
features can yet efficiently extract keywords in all different 
applications. 

Therefore, we will present some recent state-of-the-art 
methods, some using supervised approaches and others 
using unsupervised approaches. 

An interesting work relevant to our application area 
dates from 2015 [51] where the authors built a corpus of 
Twitter tweets annotated with keywords using 
crowdsourcing methods, which was then used to build and 
evaluate a system to automatically extract keywords from 
Twitter. 

Indeed, these messages tend to be shorter than web 
pages, where content must be limited to 140 characters. The 
language is also more informal with many messages 
containing spelling errors, slang, abbreviations among 
domain-specific artefacts. In many applications, existing 
datasets and models tend to perform significantly worse on 

 
5 Graph-based ranking model for word processing that can be used to find the 

most relevant sentences in the text and also to find keywords. 

these domains. The basic system, defined using existing 
methods applied to the dataset, is significantly improved 
using unsupervised feature extraction methods. 

Technically, there are still many difficulties in text 
categorisation in a high dimensional feature space [52]. 
When whole words in the document have been used as 
training features, the computational complexity will be 
considerably increased, making the text categorisation task 
transformed into a computationally intensive type of task 
[53]. 

As a result, a study [54] designed a supervised keyword 
classification method based on the TextRank 5 automatic 
keyword extraction technology and optimises the model 
with the genetic algorithm to contribute to the text 
classification to model the topic functionality. This method 
is interesting in that it is a guiding and practical meaning for 
keyword and text classification based on keyword 
characteristics. 

Like the methods outlined above, the aim of supervised 
approaches is to train a classifier on documents annotated 
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with keywords to determine whether a candidate word is a 
keyword or not. As the interaction between the user and the 
virtual assistant is quite diverse and dynamic, it would be 
more appropriate to study unsupervised approaches to 
keyword extraction. 

In general, automatic keyword extraction techniques can 
be broadly classified into two classes: the Vector Space 
Model (VSM) and the Graph-Based Model (GBM) [55]. 
VSM algorithms are quite efficient for keyword extraction, 
but do not focus on the class label information of the 
classified data. 

Various unsupervised approaches focus on graph-based 
ranking methods for keyword extraction. However, the 
main limitation of these approaches is that they focus more 
on the single score of a word, i.e. the frequency of 
occurrence of a word in the document and less on the impact 
and position of the word in a sentence. 

Word frequency analysis is another popular method of 
keyword extraction proposed by Jones in 1972 [56]. A term 
with a higher TF-IDF 6  score indicates that it is both 
important to the document and relatively rare in the corpus. 
However, a major drawback of this method is that if the 
frequency of use of the term is low in a particular document, 
then this term will have a low TF, which reduces its 
possibility to be selected as a keyword. 

Therefore, a work [57] extended existing state-of-the-art 
methods with additional features to capture the frequency 
and relative position of words. This work uses fuzzy logic 
to extract keywords from individual documents. Each word 
in the document is assigned a weighting of its position in 
particular sentences throughout the text document related to 
its frequency of occurrence. Words with a higher weight 
will be selected as candidate keywords for the document. 

However, another work [58] attempts to explore the 
advantages of the VSM and GBM techniques by proposing 
a keyword extraction using the KESCT (Supervised 
Cumulative TextRank) technique. The paper exploits a new 
statistical term weighting mechanism, called Unique 
Statistical Supervised Weight (USSW), and incorporates it 
into TextRank, replacing the TF-IDF algorithm. 

2) Key phrase extraction 
In a real natural interaction, at a certain point it happens 

that taking into account only words as analysis factors is no 
longer sufficient. Therefore, to boost the information to be 
exploited, an agent capable of extracting key phrases is a 
plus for a complete voice assistant with more flexibility. We 
therefore consider it necessary to review recent state-of-the-
art methods for key phrase extraction. 

To begin with, there are a number of noteworthy key 
phrase extraction surveys. For example, [59] focus on the 
mistakes made by state-of-the-art keyphrase extractors. 
Although their analysis is not based on a large number of 
documents, it is quite interesting and well presented. 

An interesting paper [60] introduces key phrase 
extraction, provides a well-structured review of existing 
work, offers interesting insights into different evaluation 
approaches, highlights open issues and presents a 

 
6  A numerical statistic designed to reflect the importance of a word to a 

document in a collection or corpus. 

comparative experimental study of popular unsupervised 
techniques on five data sets. 

An unsupervised AKE 7  overcomes the critical 
challenges of corpus formation and domain bias by making 
the retrieval task a ranking problem. 

To shed more light on the problem of keyphrase 
extraction, the main unsupervised methods for extracting 
keyphrases are summarised in [61], and the authors analyse 
in detail the reasons for the differences in the performance 
of the methods, and then they have provided solutions. 

Thus to help researchers further improve the 
performance of the method in the key phrase extraction task, 
they introduce new features that may be useful. 

Compared to other NLP tasks, unsupervised approaches 
to perform AKE have difficulty in achieving a better result 
[59], due to the complexity of AKE tasks, which require not 
only local statistical information about the terms contained 
in the document, but also background knowledge to capture 
the relationships between them [62]. Many recent 
approaches suggest using external knowledge sources, such 
as WordNet [63], to obtain rich information about 
relationships during AKE [64], [65]. Although these 
approaches demonstrate improved AKE performance in 
some cases, their knowledge sources used are not 
sufficiently consistent to provide general information about 
terms in an arbitrary domain, and therefore a term 
representative of the document's topic may be ignored 
simply because the knowledge source does not store 
information about it. 

Therefore, the authors of the paper [66] presented 
SemCluster, an unsupervised clustering-based keyphrase 
extraction method that solves the coverage limitation 
problem by using an extensible approach that integrates an 
internal ontology (i.e., WordNet) with other knowledge 
sources to acquire a broader knowledge base. 

 

Fig. 8. Example of WordNet 

The results not only show that SemCluster outperforms 
the compared methods but also verify Liu's [67] conclusion 
that AKE methods based on unsupervised clustering can be 
efficient and robust even in several domains. 

In general, unsupervised statistical techniques are 
computationally expensive due to their large number of 
complex operations, and unsupervised graph-based 
techniques perform poorly due to their inability to identify 
cohesion between words that form a key phrase [59]. 

7 Automatic Keyphrase Extraction 
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For this reason, a new unsupervised automatic 
keyphrase extraction technique, called Tree-based Key 
Phrase Extraction Technique (TeKET) [68] has been 
proposed, which is domain and language independent, uses 
limited statistical knowledge, but no train data is required. 

In addition, there have been significant advances in deep 
contextual language models [69], [70]. These models can 
take input text and provide contextual embeddings for each 
token for use in downstream architectures. They have been 
shown to achieve state-of-the-art results for many different 
NLP tasks. More recent works [71], [72] have shown that 
contextual embedding models trained on domain-specific 
corpora can outperform general purpose models. 

Despite all the developments, there has been no work on 
the use of contextual plunging for key phrase extraction. 

To explore the hypothesis that key phrase extraction can 
benefit from contextual embedding, [73] approach key 
phrase extraction as a sequence labelling task solved using 
a BiLSTM-CRF [74], where the underlying words are 
represented using various contextual embedding 
architectures. The authors demonstrate that contextual 
embeddings significantly outperform their fixed 
counterparts in key phrase extraction. 

Indeed, compared with hand-designed features and 
traditional discrete feature representation, the deep learning 
technique offers a different way to automatically learn the 
representation of dense features for text, such as words, and 
sentences.  

Recently, the sequence-to-sequence based generative 
framework (Seq2Seq) is widely used in the key phrase 
extraction task, and it has achieved competitive 
performance on various benchmarks. The main challenges 
of Seq2Seq methods lie in acquiring an informative 
representation of the latent documents and in better 
modelling the compositionality of the target keyphrase set, 
which will directly affect the quality of the generated 
keyphrases. 

Therefore, the authors of the work [75] propose to adopt 
dynamic graph convolutional networks (DGCN) to solve 
the above two problems simultaneously. 

3) Text synthesis 
The volume of text retrieved by the speech interface can 

increase as the user needs it until it becomes large or at some 
point requires a lot of effort and time to go through, so by 
providing a summary, it reduces the reading time and only 
the significant points are highlighted in the content. 

Two major techniques have been proposed for 
computing text summarisation. First, extractive text 
summarisation, which focuses on extracting key phrases 
from the data to create a summary without changing the 
original text. Second, abstract text summarisation, which 
focuses on understanding the appropriate meaning of given 
natural sentences and generating a natural language. 

As in the previous sections, we will limit ourselves to an 
overview of works that are more or less relevant to our 
research area. 

 
8 A software application used to conduct an online chat conversation via text 

or voice synthesis, instead of providing direct contact with a live human agent. 

Let's take a similar problem of using the chatbot to 
manage conversations. The chatbot 8  can answer a large 
volume of frequent and typical questions, which will 
certainly reduce the company's human resource 
consumption. However, sometimes a chatbot cannot satisfy 
users with the answers provided, in such a situation the 
chatbot should be transferred to an agent to handle the rest 
of the conversation. A concise summary of the user's 
statements helps the agent to handle the rest of the 
discussion without causing annoying delays. Since the 
dialogue between chatbots and the user is fragmented and 
informal compared to the classical summarisation dataset, 
models of high complexity often struggle to achieve ideal 
results. 

With this in mind, the authors in [76] present an 
extractive chat summary system to provide a concise 
summary of the topics discussed in the chat. They used 
supervised and unsupervised methods for keyword 
extraction, combinations of features with fine tuning, and 
Red metrics to compare the generated summary with the 
reference summary. 

Later, another paper [77] presents various techniques for 
text summarisation and classification by extraction. 

The advantage of this approach is that it gives better 
results as it focuses on the key phrases to be extracted rather 
than on generating natural language by understanding the 
appropriate meaning of the data. 

Extractive text summarisation also provides an 
advantage to the system by offering better performance in 
terms of fluency and grammar. 

However, extractive text summarisation lacks 
redundancy within sentences and consistency between 
sentences. Furthermore, the accuracy of the extraction 
depends on the chosen affinity function. Although, this 
accuracy can be improved in the future by using different 
affinity functions. 

 

Fig. 9. Diagram of texture synthesis algorithm 
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4) Research Directorates 
Since the technique proposed in [51] is domain and 

language independent. In future work, it could be used to 
perform many NLP tasks such as document summarisation. 
We plan to apply the extraction method to extract keywords 
in an interaction. 

After analysing the work [78], the results can be used to 
create a convenient basis for quick keyword searches of 
trials. It is also possible to generate a summary description 
to reconstruct the exact theme of each group from extracted 
keywords. 

In the future, the study should be pursued in the direction 
of identifying the correlation between clustering 
constituents and lexical diversity values, i.e. towards a 
greater focus on the search task of automated evaluation of 
lexical features in text. 

In the context of the voice assistant, it is interesting to 
apply this approach to summarise the interaction between 
human and machine. In the field of IT entity management, 
we can also use the approach to perform a fast extraction of 
keywords related to the IT field. 

Then, the work [57] can be extended by considering the 
formatting present in the text such as bold, italics, 
underlines, font size and font style. A weighting can also be 
assigned to the labels of the images in the text, which could 
lead to more refined and flexible results. 

More work could be done to study the method on 
different languages and scripts. One idea is to use the 
approach to study the Malagasy language if one wanted to 
create voice assistants accepting the Malagasy language. 

Afterwards, we have seen that the KESCT model [58] 
fills the various gaps of the VSM and GBM keyword 
extraction techniques. 

In the future, the KESCT model is bound to have a wide 
scope of extension and application to different case studies 
and real time applications. This is very important for 
problems that are solved in real time such as the case of 
virtual assistants. We therefore focus on adapting this model 
for real-time analysis of interactions with virtual assistants. 

On the other hand, the approach [79] allows efficient 
keyword search using n-gram string similarity algorithms, 
even when the keywords are subdivided into several words 
in the corpus text. 

This technique is interesting in that it allows the 
extraction of fuzzy keywords in an extreme environment 
such as natural interactions like conversations. 

Similarly, there is a lot of work on keyphrase extraction 
that shows the need for improvement but also several 
interesting leads in the field of virtual assistant. 

First, the technique proposed in [66] is domain and 
language independent. On the other hand, although 
SemCluster [66] performs better than other approaches, 
there is still room for improvement. 

WordNet should be extended with more personalised 
knowledge sources and their impact on performance should 

 
9 Word-sense disambiguation, the process of identifying word meanings in 

context 

be investigated using personal documents with greater 
length and domain variance (emails, health records, 
microblogs) than the currently used datasets. 

For our part, we propose to introduce the WSD 9 
problem to find word equivalences in the digital 
management domain. 

Similarly, the extraction method proposed in [68] is also 
domain and language independent. This leads us to propose 
to use the unsupervised approach for the extraction of 
informal keywords or phrases (e.g. words or phrases from 
combinations of two different languages. 

Furthermore, the results of the review [60] show that 
simple unsupervised methods are solid baselines that should 
be considered in empirical studies and that deep learning 
methods provide state-of-the-art results. We especially want 
to cross the frontier of deep learning and unsupervised 
language models [69], [80], [81] since the exploitation of 
such models for key phrase extraction and/or generation 
appears to be the most interesting future direction. 

As reported in [82], the application of the self-training 
method of the deep learning model has further improved the 
performance and achieved competitive performance with 
previous state-of-the-art systems. 

We therefore plan to use self-learning with the 
interaction data to increase the performance of the 
extraction model. 

Still in the context of deep learning, the model proposed 
in [75], improved by a diversified inference process, can 
generate even more accurate and diversified outputs. We 
therefore believe that the application of this approach in the 
tasks of voice assistant systems is relevant to improve the 
understanding of voice interactions. 

Another approach that has given interesting results is 
presented in [83]. This approach can be easily transferred to 
other contexts and languages: the use of pre-trained models 
allows the use even on small data sets, the clustering 
algorithms are standard and easily adaptable. 

The pipeline identified for the Italian language allows 
easy adaptation to other languages such as French, German, 
etc. However, mainly for Italian, especially in the case of 
specific topics such as recipes, the pre-trained models 
struggle to be adequate and to provide correct results. 

According to the authors, the aspects that will be further 
investigated and analysed in the future concern: (1) testing 
the approach on French, German texts, evaluating the 
results obtained and the effort needed to adapt it, (2) testing 
FastText10 and other word embedding models, (3) adapting 
and customising the pre-formed embedding models with the 
inclusion of new terms, (4) improve/integrate the evaluation 
methods, able to take into account the different aspects of 
the problem, (5) integrate Wikipedia, the largest human 
collected and organised encyclopaedia on the Web, as a 
knowledge base to measure the relationship between terms. 

With respect to our virtual assistant problem, it would 
be interesting to adopt the approach [83] to deal with 

10 Library for learning word embeddings and text classification created by 

Facebook's AI Research (FAIR) lab 
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multilingual or even linguistically hybrid interactions or 
conversations. 

Then, we plan to test the approach on Malagasy texts. 
Another significant direction is also to adapt and customise 
the pre-trained integration models with the inclusion of new 
terms, to add out-of-vocabulary words and update weights, 
in order to solve the problem of specialised words or 
contexts. These can be informal terms or recently used 
terms, or new word meanings. 

Furthermore, according to [61] one of the common 
problems in the evaluation of retrieval methods is the impact 
of the gold standard. In order to reduce it, it is necessary in 
the future to introduce external knowledge to determine 
whether the keyphrases extracted by a method and the gold 
standard keyphrase have the same semantics. 

On our side, we propose to introduce the notion of 
equivalence of expressions and sentences according to the 
interaction domain. 

After the extraction of key words/phrases, we still need 
a good automatic summarization system to complete the 
natural language understanding agent of our voice assistant. 
Earlier, we presented some interesting articles on the subject 
and after some analysis we could extract some guidelines 
for future work. 

First, the extracted keywords are usually terminology 
for more technical domains [84], such as the case of 
intelligent assistants. Human experts are still needed to 
illustrate the additional meaning of these raw keywords. 

This problem could be modified by implementing the 
algorithm on several interactions in the same domain and 
analysing the extracted keywords together. 

Moreover, there is nothing to prevent the method 
presented in [84] from being applied only in the scientific 
domain. It will be interesting to extend the method to more 
general domains and to find indications for it. For example, 
we can apply this method to target discussions that may 
contain information about possible system commands to be 
made from a long conversation. 

We also propose to use algorithms of lower complexity 
to save time and material for the synthesis of discussions or 
interactions. Moreover, for summary generation, these often 
give better results than complex summary generation 
methods. However, different algorithms have different 
optimisation methods and the quality of the features will 
have a very critical impact on the effect of the learning 
process [76]. Therefore, we should take these constraints 
into account. 

On the other hand, the results in [77] showed that there 
are fluctuations in the accuracy of determining the 
conversation as false due to misinterpretation of natural 
language resulting in a bias. 

And this is the main advantage of this approach as it 
focuses on the key phrases to be extracted rather than on 
generating natural language by understanding the 
appropriate meaning of the data. This leads us to consider 
building on the approach by working only on sentences 
relevant to the management of digital entities. In other 
words, it makes more sense to neglect interactions or 
conversations that have no domain equivalence. 

TABLE II.  SUMMARY AND FUTURE PROSPECTS ON NATURAL LANGUAGE UNDERSTANDING 

Comments on the related work on natural language understanding Propositions 

More restrictions as less flexibility for extraction and synthesis • Extraction with fuzzy methods for extreme environments 

• Designing a method capable of adapting to several situations (language, 

etc.) 

• Exploiting the KESCT method 

• Study of the SemCluster method 

Existence of domain and language independent method • Application of the WordNet module 

• Unsupervised approach to be exploited 

Deep learning less exploited • Use of pre-trained models 

• Self-learning to be adopted 

The gold standard issue • Use of external knowledge (WordNet, ...) 

• Introduction of the notion of equivalence of expressions and sentences 

according to the domain of interaction 

Terminology for more technical fields • Implementation of algorithm on different interactions in the same domain 

Fluctuations in the accuracy of conversation determination • Working only on relevant sentences 

• Neglecting interactions or conversations that have no domain equivalence 

C. Conversational agent 

1) State of the art 
All assistance robots and chatbots, including those 

running CARESSES-Cloud 11 , services, still have many 
limitations. 

One of the main reasons may lie in the efficiency of the 
algorithm responsible for choosing the topic of conversation 
according to the user's sentence: if the algorithm is not able 

 
11 Designing culturally aware and culturally competent elderly care robots. 

to understand the context correctly, the agent's response will 
not be appropriate even if the system had the knowledge to 
respond consistently. 

Therefore, a work [85] aims to improve the capabilities 
of knowledge-based conversation systems, making them 
more natural and enjoyable. This consists of developing a 
set of algorithms to improve the verbal capabilities of the 
CARESSES system. 
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In this work, the authors adopt different methods such 
as the brute force method, the method that exploits the entity 
type of the extracted concept, the method based on the 
definitions of the concept given by the user, and the method 
based on the category of a sentence concerning this concept. 
In addition, other tools such as the Dialogflow Web Service, 
Cloud Natural Language and Small Talk are also used. The 
results of this experiment showed that the changes 
introduced in the dialogue algorithm made the system much 
more consistent, more accurate, more friendly and less 
annoying. 

Later, authors study the problem of imposing 
conversational goals/keywords on open-domain 
conversational agents, where the agent has to lead the 
conversation to a target keyword in a smooth and fast way. 

For the first time in this task, [86] proposes to use CKG 
(Content Knowledge Graph) for keyword transition and 
then proposes two GNN-based models to incorporate 
common sense knowledge for next round keyword 
prediction and keyword augmented answer retrieval, 
respectively. 

In this work, a large-scale open-domain conversation 
dataset for this task, obtained from Reddit 12, , is presented. 
The language models from Reddit are much more diverse 
than the ConvAI2 [87] used in existing studies, which are 
collected from hundreds of crowd workers. 

Moreover, everything we express (verbally or in 
writing) contains huge amounts of information. In theory, 
we can understand and even predict human behaviour using 
this information. However, a person can generate hundreds 
or thousands of words in a statement, each sentence having 
its corresponding complexity. 

Thus, we need a comprehensive system to structure and 
analyse this data to extract the relevant information, to be 
used for various applications, reducing manual work. 

To this end, a system [88] is proposed to recognise 
speech, process it to extract keywords, and analyse the 
accompanying sentiments. 

Such systems help to improve user satisfaction, lead to 
fewer breakdowns in conversations and ensure user 
retention. Therefore, dialogue systems that are able to 
generate responses while taking into account the user's 
emotional state and feelings are the most desirable 
advancement in AI. 

For this reason, another work [89] has the main 
objective of building a robust dialogue system or 
Conversational Artificial Intelligence (CAI) agent that 
should be able to communicate like a human. The authors 
aim to increase the robustness of the model with recent 
advances in artificial intelligence (AI), natural language 
processing (NLP) and machine learning (ML). 

The Seq2Seq model [90] is the one dedicated to 
sequential data processing, which has a remarkable success 
in the machine translation task. And it shows great promise 
in other NLP problems such as text summarisation, speech 

 
12 American social news aggregation, web content rating and discussion site. 
13 Personal Digital Assistant 

recognition, keyword extraction, etc. In which one of the 
main ones is the conversation system. 

Following this path, in [91], the authors build a domain-
specific generative chatbot using neural networks to train a 
conversational model that reads the data model and answers 
a new question. They show the application of the Seq2Seq 
model in chatbot systems. 

Furthermore, in most PDAs13 currently in production, 
all assistant dialogues are still hard-coded rather than 
intelligently generated. The lack of diverse dialogues can 
make assistants rigid and unnatural, and it is tedious for 
development to maintain a large number of hard-coded 
dialogues. 

Thus, a paper [92], inspired to generate PDA dialogues 
using paraphrasing, explores several deep learning 
architectures for the generic paraphrasing task. 

In this work, the authors build on the original Seq2seq 14 
+ LSTM 15  model with bag-of-words (BOW) sampling 
proposed in [93], and experiment with variations of this 
model using the transformer architecture. 

2) Research Directorates 
In [85], the tests of the proposed model that have been 

carried out provide information about the good ability of the 
system to implement an engaging, coherent and responsive 
verbal interaction, to recognise, and finally to acquire new 
concepts efficiently. 

However, experience has shown that when using the 
developed dialogue algorithm, the average response time 
does not increase significantly after adding thousands of 
new concepts. In addition, further tests still need to be 
analysed. 

In our opinion, mixed (human-human) systems will also 
increase the quality of the machine's responses by drawing 
on human responses in real time. 

On the one hand, the dialogflow system can be used to 
capture messages in the design of the virtual assistant of the 
future. And on the other hand, the approach of adding new 
knowledge can be used in the generation of new commands 
to overcome the limitation of the actions of system 
assistants. 

In addition, the introduction of informal language 
comprehension should be considered. 

Secondly, personal and human evaluations show that the 
model presented in [86] produces smoother responses and 
reaches the target keyword faster than competitive 
references. It seems to us therefore more appropriate to 
draw on this model in the prediction of system commands 
from human-machine interactions. 

Furthermore, since the work on text processing in [88] 
involves only unsupervised learning, these can be scaled, 
improved or modified according to different application 
requirements. 

14 A family of machine learning approaches used for language processing. 

Applications include language translation, image captioning, conversation 

models and text synthesis. 
15 Long short-term memory 
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In the future, these models [88] can be trained with 
datasets according to the need and application, and tested 
with various approaches to obtain the desired results for the 
development of a complete NLP system. 

Therefore, we plan to use the proposed architecture in 
the design of a complete NLP system. 

As mentioned above, recently, deep learning methods 
have had countless successes in the field of NLP. Indeed, in 
[89], the proposed dialogue system has the gift of 
multimodal detection of feelings, emotions and sarcasm. 

In another line of research, the authors focus on the 
development of multimodal dialogue agents for several 
applications, such as fashion, catering, hotels etc. 

For our part, we will study the integration of the 
different proposals in the development of a system assistant 
in the field of computer device management. 

The main advantages of this new framework of methods 
[91] are that it requires less feature engineering process, less 
domain-specific wish list matching if the dataset is well-
formed and from a single domain. 

However, the model is still not very accurate. In this 
respect, it should be built with a structure in which fully 
natural language elements such as syntax, semantics, 
context, intention, etc., should be handled by the system in 
a more sophisticated way. 

In the future, we plan to test the Seq2seq model in 
understanding more natural interactions. We also propose to 
reduce the complexity of the model for more success in real 
time and natural. 

And from a development point of view, we are thinking 
of introducing reinforcement learning to increase the real-
time capability of voice system assistants through 
experience. 

Furthermore, it is interesting to mention that according 
to [94], the future field of application of the chatbot is the 
banking sector, finance, reality, real estate agents and 
homeowners. 

Later, we plan to combine machine learning and NLP to 
design a new type of system assistant that can handle 
common hardware and software tasks based on natural 
interactions. In addition, sending text messages, taking 
calls, logging out of social networks, etc. will be possible. 

TABLE III.  SUMMARY AND FUTURE PROSPECTS ON CONVERSATIONAL AGENT 

Comments on the related work on conversational agent Propositions 

Slow response time • Mixed systems to be considered 

• Application of dialogFlow 

• Adding new knowledge 

Overly formal conversation • Introducing informal language comprehension 

• Bringing more fluency to the conversation [84] 

Less use of deep learning • Using the Seq2Seq model 

• Reducing the complexity of the model for more real-time and natural success 

• Implementing the reinforcement learning method 

IV. INTERFACE AND VOICE ASSISTANT: NEW 

TECHNOLOGIES 

A. A look back at popular virtual assistants 

Natural User Interfaces (NUIs) are supposed to be used 
by humans in a very logical way. However, the industry's 
attempt to deploy speech-based NUIs has had a significant 
impact on the naturalness of these interfaces. 

A study [95] therefore carried out a functional and 
usability test of the most prestigious voice-activated 
personal assistants on the market, such as Amazon Alexa, 
Apple Siri, Microsoft Cortana and Google Assistant.  

A comparison of the services each provides was also 
presented, taking into account access to music services, 
calendar, news, weather, to-do lists and maps/directions, 
among others. The test was designed by two experts in 
human-computer interaction and carried out by eight 
people. 

The results show that, while there are many services 
available, there is still a lot of work to be done on the 
usability of these systems. 

Furthermore, despite previous work to improve virtual 
assistants, speech recognition, contextual understanding 
and human interaction are still unresolved issues. 

Thus, in order to focus and dissect these problems, 100 
users participated in a research survey [96] and shared their 
experiences. 

According to the results, many services were covered by 
these assistants, but some improvements are still needed in 
speech recognition, contextual understanding and hands-
free interaction. 

A short time later, an article [97] describes the results of 
an evaluation of four intelligent personal assistants, to 
identify the best assistant based on the quality and 
correctness of their answers. 

The results show that Alexa and Google are significantly 
better than Siri and Cortana. There is no statistically 
significant difference to confirm that Alexa is better than 
Google Assistant or vice versa. Following Fig. 10 shows 
overall percentage of quality of Voice recognition and 
human free interaction exhibited by all four popular virtual 
assistants. 
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Fig. 10. Comparison between four assistants all users’ select best virtual 

assistants on voice based recognition, contextual understanding and hand-

free interaction 

B. Multimodal 

With the recent launch of virtual assistant applications 
such as Siri, Google Now, S-Voice and Vlingo, oral access 
to information and services on mobile devices has become 
commonplace. These virtual assistants were, until now, 
limited mainly to voice input and output. 

The Multimodal Virtual Assistant (MVA) [98] ] is one 
of the first applications that allow users to plan an outing via 
an interactive multimodal dialogue with a mobile device. 
There, users can interact using combinations of voice and 
gesture inputs, and the interpretation of user commands 
depends on both the manipulation of the map and GUI 16 
display and the physical location of the device. 

Building on this work, a paper [99] hypothesised that 
providing a higher level of visual and auditory immersion 
would improve the quality of the user experience. 

Indeed, with the dramatic increase in computing power, 
the increased availability of 3D and immersive displays, and 
advances in artificial intelligence, the multimodal and 
intelligent virtual assistant is becoming much more 
practical. And it has been widely accepted that multimedia 
research should focus on quality of experience (QoE) as the 
primary measure for evaluating user experience. 

Therefore, [99] focused on developing a scale to 
measure QoE and used it to evaluate the performance of the 
virtual assistant. 

In order to test this hypothesis, the authors developed 
four variants of virtual assistant. 

Because people have been communicating by voice for 
centuries, the introduction of the voice interface was 
initially thought to invoke the most natural human 
interaction with technology. However, designers of voice 
user interfaces are constantly constrained by the capabilities 
of their software and must design carefully due to the 
limited memory capacity of human users [100]. 

Usability is only one factor that influences our 
perception and intention to use a product experience. With 
only 70% of these devices being used at least once a week, 

 
16 Graphical User Interface 

the perceived usefulness of these voice experiences needs to 
be explored further. 

To shed further light on this issue, a study [101] aimed 
to assess the extent to which cognitive load, relevance of 
visual information and personality influence the perceived 
usefulness of multimodal voice assistant technology in a 
within-subject repeated measures design. 

In this study, as in previous studies [97], the results 
indicate that people perceive multimodal systems as more 
useful and perform better recall, when the voice assistant 
gives fewer answers and presents visual information on the 
screen that is relevant to the question the user has asked. 

C. Interaction, architecture and control 

As an intermediary, the virtual assistant will see all our 
personal data and control the providers we interact with. 
This raises many issues, including privacy, interoperability 
and generality. 

As a result, a paper [102] presented the architecture of 
Almond, an open, participatory and programmable virtual 
assistant for online services and the Internet of Things (IoT) 
while preserving privacy. 

This work addresses four challenges in virtual assistant 
technology including generality, interoperability, privacy 
and usability. 

Users can ask Almond in natural language to perform 
any of the functions in the Thingpedia17 knowledge base. 
For privacy, all personal data and credentials are stored in 
the ThingSystem, whose code is open-source and can be run 
on personal phones or home servers. 

Almond [102] is the first virtual assistant able to convert 
rules with parameters expressed in natural language into 
code. 

On the other hand, in order to overcome its privacy 
problems and all, a work [103] has set the main objective of 
building a local voice assistant that does not depend on 
various technologies and cloud services, which would allow 
it to be used to solve various specific problems. 

The study revealed that the creation and use of voice 
assistants is not only limited to cloud services but can also 
work in local development. In addition, the use of local 
systems expands the range of tasks in which they can be 
applied in IoT systems, smart home systems, healthcare, 
security and systems with a higher level of privacy, where 
the use of cloud technologies may be difficult. 

Furthermore, in the imminent future, it cannot be ruled 
out that people are likely to engage with intelligent devices 
by teaching them natural language. A fundamental question 
to ask is how intelligent agents might interpret these 
instructions and learn new tasks. 

In a paper [104], the authors present the first speech-
based virtual assistant that can learn new commands 
through speech. In this work, they build on an earlier version 
of a text-based agent from [105], and have added support 
for a speech interface, as well as many different features, 
some of which are common to virtual assistants. An 

17  Thingpedia is a crowdsourcing repository containing natural language 

interfaces and open APIs for any device or service. 
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important observation is that the user study shows that 
people are enthusiastic about a personal agent that can learn 
new commands and the idea of sharing these taught 
commands with others. 

Later, a significant contribution was made by a work 
[106] where the authors explored the influence of 
personalised voice assistant characters on user experience, 
acceptance, trust and workload compared to a non-
personalised assistant. 

Indeed, until recently, most assistants have lacked the 
level of interpersonal communication necessary to establish 
relationships. Related research suggests that in order to gain 
wider acceptance, these systems need to meet users' 
expectations of social interaction [107],[108]. 

Therefore, they designed four assistant personas (friend, 
admirer, aunt and butler) and compared them to a (default) 
reference in a between-subjects study in real traffic 
conditions. 

The results of this study show that personalisation has a 
positive effect on trust and likeability if the voice assistant 
persona matches the user's personality. 

Furthermore, with rapidly growing capabilities, 
increasing accuracy of voice recognition and an 
increasingly mature API over time, it is expected that the 
adoption of voice assistants will multiply in the next two 
years. 

A thesis [109] explored the possibilities of integrating 
Kentico Xperience 18  with voice virtual assistants and 
implementing a voice integration module (KEVIN) for 
Kentico Xperience. 

The implementation part was executed on three different 
areas: implementation on the Kentico Xperience side, 
implementation of the Voice Hub application, 
implementation of voice applications for Alexa and the 
Google Assistant. 

The main success of the implementation is that these 
three separate parts work together and form a single KEVIN 
functional module that is compatible with the two most 
popular voice assistant platforms. 

By definition, Zero-UI [110] is a technology that uses 
our movements, our voice and even our thoughts to make 
the system react through our conditions. Instead of 
depending on clicking, dialing and tapping, customers will 
currently enter data by means of voice. Interactions will 
move away from phones and PCs to physical gadgets that 
we talk to. 

Most current systems still have the disadvantage that 
only predefined voice directions are conceivable and that 
they can only store constrained commands.  

With this in mind, a paper [111] is proposed with the 
aim of overcoming these drawbacks by making an 
autonomous personal assistant that can be associated 
exclusively by the client's voice. This research work aims to 
build a personal assistant using Raspberry Pi 19  as the 
underlying processing chip and architecture. 

 
18  An integrated set of core technologies that support the composition, 

management, delivery and optimisation of contextualised digital experiences. 

D. Potential of recent intelligent assistants 

The introduction of intelligent virtual assistants and the 
corresponding smart devices has brought a new degree of 
freedom to our daily lives. Voice-activated and internet-
connected devices allow intuitive control and monitoring of 
devices anywhere in the world and define a new era of 
human-machine interaction. 

 

Fig. 11. Voice Assistants - The Future 

Voice-based personal assistants have become so popular 
that we have opened up homes to devices like Amazon's 
Alexa, Google Home, Apple's Siri, Samsung's Viv, etc. 
Virtual voice assistants have great potential to disrupt the 
way people search for details and make this part of everyday 
conversation and changing lifestyles. 

For further clarification, a paper [112] provided a brief 
introduction to voice support, installations, accuracy and 
adoption of voice technology by various service industries. 

In this study [112], we can find information on the use 
of digital voice assistants that will be useful for academics 
as well as for business practitioners. 

In the field of geolocation, technology has long been 
helping tourists discover the city, from trip planning to 
finding information on public transport, to navigational 
assistance and post-trip memories (photo sharing and online 
blogs). 

Research [113] explored the utility of a hands-free, 
eyeless virtual tour guide, which could answer questions via 
a spoken dialogue user interface and inform the user of 
interesting features in view while guiding the tourist to 
various destinations. 

The research highlighted the pleasure derived from this 
new form of interaction and revealed the complexity of 
prioritising route guidance instructions alongside the 
identification, description and embellishment of landmark 
information. 

Although virtual assistants are particularly successful in 
different domains, they also have great potential as artificial 
intelligence-based laboratory assistants. 

Therefore, a work [114] aims at establishing a voice user 
interface for the control of laboratory instruments. The 
authors present an upgrade approach to integrate standard 
laboratory instruments with the Internet of Things (IoT).  

This was achieved by using commercially available 
hardware, cloud services and open source solutions.  

Later, a work [115] designed an application to help blind 
and visually impaired people to access library resources. 

19  A series of small single board computers developed in the UK by the 

Raspberry Pi Foundation in association with Broadcom 
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Indeed, the development of smartphone technology from 
now on cannot be experienced by blind people. 

It is created with the background application, where it 
will continue to run as long as the device is switched on. 

In the medical sector, a lot of research into the intelligent 
virtual assistant has also been developed individually in 
recent years. 

Sorting through this research and summarising it, one 
study [116] concluded that a complete solution can only be 
achieved by combining these three points: 

• Mobility - Movement and transport features from 
one place to another;  

• Physiological monitoring - to assess patients' 
physiological conditions and monitor their health 
status remotely;  

• Assisting with daily activities - assisting with self-
care activities. 

Subsequently, the authors decided to represent Docto-
Bot [116], an autonomous humanoid biomedical robot, by 
maintaining these three parameters. 

Moreover, with the propulsion of internet networks, a 
common concept nowadays is the replacement of face-to-
face activities by the so-called "online", especially in the 
field of learning, where the Learning Management System 
(LMS) is considered as one of the most crucial elements of 
online activities. 

Many organisations also use the LMS for their online 
activities (business, meetings, conferences, etc.) [117]. Yet, 
despite this high acceptance rate, many current studies 
[118]–[120] have highlighted usability and learning as a 
difficult research issue of current LMS. 

As a result, a work [121] proposed an intelligent multi-
agent search system for LMSs. The aim of this research was 
to investigate how a voice-activated virtual assistant affects 
the usability of an LMS during student learning activities. 
The results of the evaluation clearly indicate that the 
usability of the system is closely related to the ease of use 
of the system. 

In addition to usability [104], the ease of use of the 
system is therefore a very important factor for the user. 

Due to the rise of Artificial Intelligence of Things 
(AIoT), Big Data 20, interactive technology and artificial 
intelligence, Smart Campus related applications are 
progressively valued from all horizons. 

Moreover, the new mobile ecosystems (Android, iOS 
and WindowsPhone) [122] allow us to use mobile services 
anytime and anywhere. This creates opportunities for new 
services, including those related to e-learning. 

However, it is still rare to apply it in smart campus 
applications. There are not many examples presented in the 
form of chatbots or personal mobile assistants. 

 
20 A field that deals with the means of analysing, systematically extracting 

information from or otherwise processing data sets that are too large or 

complex to be handled by traditional data processing application software. 

One of these few works [123] presented NLAST, a 
system that functions as an assistant to students in their 
learning process. This assistant allows students to consult a 
repository of exam questions, to receive recommendations 
for learning material related to the exam questions they are 
examining, to ask questions about course content and to 
check their own assessed exams. 

Following on from this work, a work [124] uses deep 
network technology to develop an emotionally sensitive 
chatbot and combined with the campus student affairs 
application to implement an emotionally sensitive, 
humanised and personalised campus virtual assistant. 

In this study [124], the authors implemented an 
intelligent campus virtual assistant based on a deep 
convolution neural network (DCCN) and a long-short term 
memory recurrent neural network (RNN-LSTM). 

Similarly, smart offices are dynamically changing 
spaces designed to improve employee efficiency, but also to 
create a healthy and proactive working environment. 

Very recently, an article [125] presents the work 
undertaken to build the architecture necessary to integrate 
voice assistants into intelligent offices to support employees 
in their daily activities. 

Very recently, an article [122] presents the work 
undertaken to build the architecture necessary to integrate 
voice assistants into intelligent offices to support employees 
in their daily activities. 

V. RECENT CHALLENGES, RESEARCH 

DIRECTORATES AND PROPOSALS ON THE VOICE 

ASSISTANT SYSTEM 

A virtual assistant can ultimately be our interface with 
all digital services. As an intermediary, the virtual assistant 
will see all our personal data and control the providers we 
interact with. It is therefore not surprising that all the big 
companies, from Amazon, Apple, Facebook, Google, to 
Microsoft, are competing to create the best virtual assistant. 

In this section, we will analyse the challenges that 
today's virtual assistant systems still have to overcome, 
before exploring possible directions and presenting 
guidelines for future work. 

A. Functionality and scope 

To begin with, the demonstration in [98] highlights 
incremental recognition, multimodal speech and gesture 
input, contextual language understanding and targeted 
clarification of potentially incorrect segments in the user's 
input. 

Therefore, we propose to increase the performance of 
the virtual assistant command generation model by using 
multimodal learning, furthermore, by taking into account 
the time and space where the user is located. 

In [99], we identified 3 major results : 
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• Firstly, it is necessary to have a scale depending on 
a unique set of variables for each variant of virtual 
assistant to assess its QoE21.  

• Secondly, the immersive 3D visual output system 
emerged as the variant with the highest QoE. Users 
felt that the need for a virtual assistant in a virtual 
environment increases considerably.  

• Thirdly, the study shows a clear relationship 
between efficiency/accuracy and service quality 
assessment. 

Furthermore, the main advantage of this scale is that the 
analysis tools can be used to assess even more dependent 
variables that will have an impact on quality of life. 

Although there is still room for improvement, next steps 
include adding more functionality to the input/output 
system with more complex tasks, optimising usability 
testing and testing with other visual feedback systems. 

The best part is that this research is the beginning of new 
research and will play very important roles in the 
development of future virtual assistants. In particular, the 
knowledge provides promising data for the development of 
virtual assistants for virtual environments. 

We therefore plan to use the QoE model [99] to compare 
existing methods as well as to measure proposed new 
methods. 

On the other hand, it is clear that systems that rely on a 
voice-only interface allow for more ease of user experience 
[113]. According to the authors, the biggest problems were 
the quality of continuous ASR in an external environment, 
the management of large volumes of information, 
prioritisation and the balance of push/pull information. 

A first solution is therefore to design a speech 
recognition system capable of working well even in poor 
environments. 

Second, to introduce an architecture into speech 
recognition and transcription that supports real-time speaker 
recognition [126], allowing NLP systems to accept only 
selected speech signals in near-real time to avoid any 
confusion in a multiparty conversation. 

Furthermore, it is known that usability is only one factor 
that influences our perception and intention to use a product 
experience. 

In [101], results showed that the attentional demands of 
the task when the user performs tasks while interacting with 
the multimodal system can influence their ability to 
remember what the voice assistant has just said. 

It is therefore recommended that UX 22 designers of the 
multimodal interface create succinct voice responses with 
audio-visual feedback for actions that need to be 
remembered. 

And of course, the design of multimodal systems could 
improve the user experience and thus increase the use of 
voice interfaces. 

 
21 Quality of experience 

In order to improve the synchronisation between the 
virtual assistant and the user concerned, in addition to 
learned knowledge, introducing the notion of empathy is 
possible. 

B. Development 

Mentioned above, [102] is the first virtual assistant able 
to convert rules with parameters expressed in natural 
language into code. 

With a combination of a language and a menu-driven 
interface, Almond is ready to be used by enthusiasts to 
automate non-trivial tasks.  

Two avenues for future directions have therefore 
emerged since this work. First, to design a new type of 
virtual assistant, which we will present the general concept 
in section 5, inspired by the Almond architecture. And 
secondly, to include the ThingTalk language in the system 
to encode the generated commands bringing more 
flexibility to the virtual assistant. 

While there are many services available in popular 
virtual assistants, there is still a lot of work to be done to 
improve the usability of these systems [95]. 

Further research is needed. The potential of intelligent 
personal assistants could be tested in unexplored areas such 
as marketing, learning and sales. Furthermore, the 
combination of these devices and technologies with robots, 
data centres and machine learning techniques offers new 
opportunities. 

With this in mind, several future directions came to 
mind, namely: 

• Designing a more natural user interface but with 
much more precision. 

• Find a new method of human-machine 
communication that is more natural, easy to adopt 
and user-friendly, even automatic. 

• Broaden the scope of response by considering 
keywords as action clues for more response options. 

• Use machine learning techniques in the field of 
speech interface. 

• Facilitate the adoption of voice user interfaces by 
implementing them on mobile devices (local). 

From a deployment point of view,  [103] emphasises 
that the use of local systems extends the range of tasks 
where the use of cloud technologies may be difficult. 

We therefore believe that leveraging local functionality 
to reduce cloud activity and remote data consumption would 
be a better fit for the design of a virtual assistant that can 
operate anywhere. 

Literally, a good virtual assistant should be able to assist 
the actions of the user using it. Therefore, it must have the 
ability to control the user's activities well, both in the home 
automation domain and in other domains. [103] shows the 
general applicability of commercially available virtual 
assistants as laboratory assistants and could be of particular 

22 User Experience 
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interest to researchers with physical disabilities or low 
vision. 

The developed solution allows hands-free control of the 
instrument, which is a crucial advantage in the daily 
laboratory routine. The use of open communication 
protocols and data formats allows integration into available 
digital laboratory infrastructures. The use of this solution for 
the control of mobile devices is therefore crucial in the 
development of future virtual assistants. 

In addition, a survey [96] highlights users' experiences 
and uncovers some of the issues on which this discussion 
takes place: 

• speech recognition and contextual understanding 
problem 

• problem encountered in free human interaction. 

Moreover, according to this survey, voice assistants 
have a rather low retention rate, with only 25% of frequent 
users in daily life. And yet, there is no shortage of use cases 
for virtual assistants. 

There is a large proportion of people in the disabled 
community, mainly with cognitive impairments, who may 
have difficulty forming complete sentences and 
communicating, for whom the personal assistant can be a 
decisive factor.  

Although there is room for improvement in all the 
devices tested, further studies can be conducted and the 
potential of intelligent voice assistants can be tested in 
various untouched areas such as education, banking, 
business, consulting, sales, etc.  

And also a fusion of these devices with various 
machines, learning technologies and algorithms can give 
rise to various new possibilities. 

Personally, instead of looking for a way to increase the 
number of frequent users, we should find a way to increase 
the internal use of the system (e.g. no explicit command, no 
restrictions, automated, free interaction, etc). And then 
make it easier for the voice assistant to be used. (Good user 
experience) 

Another important avenue is to exploit the power of 
deep learning both in understanding queries and in 
generating answers. 

It is becoming essential to design informal language 
recognition systems for a more free and natural interaction. 
(stable to the non-respect of linguistic rules, multilingual). 

Another work that deserves our attention for designing 
the virtual assistant of the future is [127]. Indeed, although 
SEVA is designed for system engineering, the idea is 
extensible to all domains where personal assistants are 
needed. 

It is therefore possible to extend the idea to the field of 
virtual user interface assistants. A key point is also the 
design of several user assistants belonging to different user 
classes. 

 
23 Artificial Intelligence Markup Language, dialecte XML permettant de créer 

des agents logiciels en langage naturel 

Furthermore, the results of an evaluation in [121] clearly 
indicate that the usability of the virtual assistant system is 
closely related to the ease of use of the system. Indeed, 
students using LMS, serving as an experiment, with the 
proposed Scavenge approach [121] showed a higher 
motivation and a high rate of task completion in a shorter 
time. 

At the moment, the authors of this article are still 
working on extending the current version of Scavenge with 
more innovative initiatives and modern technological 
support. 

Future research will focus on the development of a 
virtual bot for LMS that will have the ability to narrate and 
act on students' instructions, submit an assignment, update 
ongoing activities and perform several tasks on behalf of 
learners. 

We propose the design of a new intelligent assistant 
system capable of acting on behalf of users. For this 
purpose, it is certainly more appropriate to include several 
agents in a multi-agent system. 

Recently, the mobile intelligent assistant system can 
respond to all sorts of voice commands, send text messages, 
make phone calls, set reminders; anything we do on our 
phone, we can probably ask the virtual assistant to do for us. 

Although according to [8], there are still limitations in 
these systems, for example: firstly, the virtual assistant does 
not speak some languages correctly. Secondly, when 
managing web applications, at some point the main thread 
is interrupted due to certain operations. Furthermore, the 
virtual assistant can only perform limited operations. 

For this, we propose to increase the capacity of the 
virtual assistant through a new way of communication. 

On the other hand, an advantage of using mobile devices 
is that we can, in addition, connect the virtual assistant with 
Android so that we can automate the computer and all 
devices connected with the virtual assistant with the 
Android application. 

Therefore, we plan to install the virtual assistant on a 
mobile device so that we can connect with different devices. 

In the future, machine learning and AI will be 
implemented in our design of the virtual assistant given the 
success of this field in the digital world [116]. 

In addition to the use of the mobile device for the 
installation, it is interesting to complement it with the IoT 
protocol in order to allow the virtual assistant a better 
administration of the digital objects in connection with the 
user. 

C. Interaction, usability and user experience 

Furthermore, the aim of a job [123] is to facilitate access 
to information via a user-friendly interface. Chatterbots 
based on AIML23 are successful in these tasks. But they 
need to be redesigned for Android devices and adapted to 
specific functions. 
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Furthermore, the aim of a job [120] is to facilitate access 
to information via a user-friendly interface. Chatterbots 
based on AIML are successful in these tasks. But they need 
to be redesigned for Android devices and adapted to specific 
functions. 

The server platform also needs to be adapted to offer 
new functionalities. 

In this respect, we plan to adapt an AIML for android to 
improve the usability of the relationship (naturalize) 
between man and machine. 

Then in the future, it will be better to introduce the 
mixed approach (human-machine) in some requests to 
increase and adapt in real time the answer from the server. 

In addition, listening to the user at all times also gives 
the user more confidence and comfort [115]. 

Creating the application with the background 
application, where it will continue to run as long as the 
device is switched on, would therefore make more sense. 

Indeed, after analysing the existing state of the art, the 
main satisfaction of users is ease of use and comfort before 
the different features. 

Still a matter of experience, user research has also 
shown that people are enthusiastic about a personal agent 
that can learn new commands and share those taught 
commands with others [104]. 

In [104], the agent can be operated entirely remotely. 

This work [104] allows to explore a new horizon in 
virtual assistant systems. In the future, it is conceivable to 
add the ability to learn conditional execution to LIA. 
However, in terms of deployment, it is still necessary to 
work on a lightweight version that only deals with responses 
that are not related to runtime commands. 

In addition, the authors propose to explore a method for 
learning concepts (such as spam) through dialogue. 
Furthermore, once the user has given some explanation of 
the concept, if the agent cannot fully understand the whole 
explanation, it can identify some parts of the sentence that 
it does not understand and ask follow-up questions only on 
that part. 

Although improving the performance of LIA without 
asking the user to explicitly mark whether an execution is 
correct or not is more than desirable. 

To this end, we propose to exploit the mixed user/agent 
command to teach new commands to the machine. Second, 
we consider designing conditional execution for tricky 
commands returned by the virtual assistant. Logically, it is 
interesting to apply the approach to improve the execution 
of commands by the virtual assistant. Finally, in the design 
of the virtual assistant of the future, we should draw on 
concept learning to reinforce the commands already 
learned. 

Another important point that should be studied is the 
personalisation of voice assistants not only on a cultural 
level as it already happens, but on a context-sensitive basis. 
Thus, future voice assistants must adapt to the user as well 
as to the environment [106]. 

We are therefore obliged to adapt the behaviour of the 
virtual assistant according to the contextual situation. For 
example, act quickly in an urgent situation and slowly but 
precisely in a calm situation. 

It is interesting to create several types of personalities 
according to the type of user concerned. 

Although several studies on virtual assistants have 
already been conducted [97], further studies are still needed 
to evaluate user interaction with intelligent personal 
assistants and to better understand how the interaction may 
affect the results obtained. 

In contrast to [97], diverse populations can be included, 
which may strengthen the results. 

Finally, an avenue worth exploring and which we will 
address in a thesis is the study of the feasibility of a new 
interaction system: non-explicit interaction based on 
conversations between humans. 

Furthermore, other aspects that could be the subject of 
future study are to explore different areas of use of the 
intelligent voice assistant in addition to proposing tools or 
frameworks to facilitate the operations and skills of new 
assistants [5]. In addition, future work could examine the 
architecture models and implementation of the intelligent 
assistant following the expansion of the use of technologies 
such as wearable computing in addition to improving the 
user experience by considering usability, personalisation 
and user behaviours. 

Therefore, we plan to propose a new form of intelligent 
assistant (artificial co-user) which we will present the 
general concept in the last section. This necessarily implies 
a new architecture of a complete intelligent voice assistant 
system. 

In order to gather more information on the use of the 
virtual assistant, very recently, a work [125] carried out a 
usability assessment, based on a state-of-the-art literature 
review. This showed, firstly, that most users had never used 
a virtual assistant and even those who have such devices use 
them very rarely. 

Secondly, the system is stable, especially for simple and 
moderate utterances, regardless of the user's experience. 
Finally, further analysis showed that the cause of the user's 
dissatisfaction is the system's inability to understand 
complex utterances. 

In future work, the authors therefore propose to increase 
the control over the way virtual assistants work, taking into 
account that the user may pause for longer periods of time, 
or even wish to express enthusiasm.  

In the context of natural language processing, they want 
to build models capable of predicting and classifying 
intentions and utterances based on unstructured input, 
mispronunciation, contradiction and exchanged words. 

Similarly and in addition to these proposals, we plan to 
design a new comprehension system capable of predicting 
users' intentions (indirect commands) through other types of 
interactions, including conversations between colleagues, 
for example, to improve comprehension and provide more 
natural experiences in human-computer interaction. 
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Also, as the user rarely uses the intelligent voice 
assistant, we propose the introduction of a new more or less 
autonomous system allowing its use without direct human 
action. 

 

Fig. 12. Human-human-machine interaction 

VI. OUR MAIN FUTURE WORK 

A. ARTIFICIAL CO-USER: NEW INTELLIGENT VOICE 

ASSISTANT EXPLOITING HUMAN-TO-HUMAN 

DISCUSSIONS 

1) Background 
Contacting devices with voice is now a common task for 

many. Voice assistants, for example Amazon Alexa, 
Microsoft Cortana, Google Assistant or Apple Siri, allow 
people, without having to own more mobile devices, to 
search for different topics, schedule a meeting or make a 
hands-free call from their car or home. 

Several research papers have been published on the 
topic, including several surveys, since the introduction of 
the voice assistant in the 1990s. The type of voice assistant, 
the device and the user interface are presented in a general 
overview by [1], [2] explains the principles. 

Assistance software, including ideas for a particular 
methodology and information-based address systems. The 
authors conclude that universal intelligent personal assistant 
software is relatively difficult to build.  

We have previously carried out a partial review of the 
vast literature currently available on this topic in order to 
identify challenges, solutions and future perspectives on the 
field. 

This led us to consider the feasibility of a new form of 
intelligent assistant, which we will briefly describe in this 
last section. Our main contribution focuses on the form of 
interaction between man and machine. In other words, the 
overall objective is to find a new means of interaction and 
communication to facilitate the distributed control and 
management of different machines or objects by an 
individual.  

Obviously, we will be led to focus on the field of human-
machine interface based on spoken languages which, 
visibly, is taking more and more its place in the attention of 
many researchers in the field of HMI, but also in natural 
language processing. 

Indeed, as an innovative mode of interaction, the 
definition of the voice assistant is derived from advances in 

artificial intelligence, specialised systems, speech 
recognition, semantic websites, diagnostic systems and 
natural language processing. 

2) Issue 
Logically, modern interaction methods aim to provide 

its users with the best possible experience in the areas of 
communication and interaction. They are supposed to be 
highly accessible and easy to use. Despite the positive 
successes that natural language-based interaction methods 
have shown, they probably still have a gap in real-life 
practice, especially in natural conversation [128], [129], as 
examples: 

• In a conversation, the messages exchanged between 
individuals are necessarily floating and of poor 
quality that can be misinterpreted by the machine.  

• Instructions can take many forms, direct or indirect, 
obvious or not, precise or not, etc. 

• Humans can not only speak to each other using 
different languages, composing different languages 
at the same time, but also not respecting grammatical 
forms, which complicates processing.  

• The machine takes a long time to respond to a 
request because of the delay in response on its part. 
[130] 

• When communicating between humans and several 
objects, hardware or software, confusing exchanges 
of instructions may occur. [131] 

In short, a question may arise: "How can we design an 
intelligent virtual assistant capable of assisting, or even 
directing, a user's instructions towards the computer objects 
he interacts with?" 

In this perspective, we consider the design of a new form 
of virtual assistant that we will call "artificial co-user", co-
user in the sense that the assistant will be able not only to 
perform the classical tasks of voice assistants but also 
should be able to take almost the place of the users. In other 
words, this co-user will act from time to time of its own 
accord but at the service of the user. Our motivation for this 
work also stems from the lesser success of virtual assistants 
in the real world. 

3) Contributions 
From the insights gained from related work, in addition 

to considerations of the perspectives and limitations of the 
research work in various recently published papers, we were 
able to come up with ideas that could advance research in 
the field of advanced human-computer interaction by 
highlighting the following research questions: 

Question 1: By what means will the artificial co-user be 
able to predict instructions from complex sentences?  

Question 2: How can confusion in the understanding of 
the co-user caused by the divergence of languages used by 
humans be avoided?  

Question 3: By what means of communication can the 
user and the co-user exchange messages? And how can they 
always be connected in most cases?  
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Question 4: How can we achieve good synchronisation 
between the user and the co-user when generating an 
instruction?  

Question 5: How can this user to co-user system work 
optimally? 

These questions lead us to the following hypotheses, 
which we will try to validate throughout this work:  

Hypothesis 1 : A new approach to analysing keywords 
as a clue using machine learning allows for more generality 
when predicting appropriate orders. 

Hypothesis 2: Introducing compound language analysis, 
in addition to French-English, should improve real-world 
practice in natural language processing.  

Hypothesis 3: Mobile devices are the computing devices 
most likely to be present the majority of the time for men. 
In addition, they are already equipped with an audio sensor 
system. [132] 

Hypothesis 4: Recognition of the user's usual activities 
allows for more synchronisation between the two 
controllers. [128], [130] 

Hypothesis 5: This new human-computer interaction 
system can be applied in different types of environment. 
[133] 

In carrying out this research, we proposed the following 
steps and solutions: 

• First, we will introduce a compound language 
recognition model.  

• Secondly, we will perform a feature selection and 
learning algorithm to extract key words in a 
conversation before generating the appropriate 
instructions from them.  

• Third, we will install the agent in a mobile device 
that the individual uses the most.  

• And finally, we will propose two interaction 
environments composed of a human user, an 
artificial co-user, and several objects. 

We can see in the figure below an example of a simple 
illustration of the architecture of the two environments we 
propose. Indeed, by connecting the co-user to a mobile 
device, we should be able to automate the computer and all 
the devices connected with the virtual assistant.

 

Fig. 13. Architecture of the two interaction environments

4) Comparison of the proposal with state-of-the-art 

voice assistants 
The table IV makes a superficial comparison of the 

soon-to-be-developed artificial co-user with popular 

intelligent voice assistants. 

TABLE IV.  COMPARAISON WITH POPULAR VOICE ASSISTANTS 
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VII. CONCLUSION 

In recent years, new technologies and algorithms have 
enabled the development of many types of intelligent voice 
assistants. As a result, virtual assistants are becoming more 
and more common in our daily lives. Because of the good 
reach of smart phones, many of us have at least one on our 
mobile phones. These voice assistants offer a wide variety 
of features. However, this variety depends on the 
implementation and the purpose. 

In this paper, we conduct a literature review to identify 
various critical areas of research on intelligent voice 
assistants in addition to discussing their concepts, 
architectures and components. To this end, we have 
conducted a systematic analysis of relevant articles from the 
last few years. We then discuss new technologies that have 
been developed in recent years. The analysis of the reviews 
has identified some gaps, trends, recent challenges, and 
open issues regarding the voice assistant system, including 
the components, before proposing research directions on the 
subject. 

The results of this study will provide information on the 
current and future state of the field of voice assistants that 
will be useful to academics as well as to new emerging 
researchers in the field. 

In future work, we plan to study the feasibility of a new 
form of intelligent assistant that will focus on the form of 
interaction. This new concept should improve the success of 
virtual assistants in the real world, especially in poor 
conditions. Furthermore, in the context of natural language 
processing, we want to build models that can predict and 
classify intentions and utterances based on unstructured 
input, mispronunciation, contradiction and exchanged 
words. This concept is briefly described in Section 5. 

In short, intelligent voice assistants have broader 
advantages for the future than they seemed to have. A fusion 
of devices with various machines and techniques should 
give rise to various new possibilities. 
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