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Abstract—3D visualization has been present in medicine for 

several decades, just think of the Computer Tomography (CT) 

imaging modality, which is capable of creating 3D images of the 

examined object by determining the radiation attenuation 

coefficient. In addition to CT equipment, there are many 

solutions capable of collecting and displaying various 3D data 

(Magnetic Resonance Imaging [MRI], Positron Emission 

Tomography [PET], Optical Computer Tomography [OCT]). In 

digital pathology, 3D visualization is not nearly as widespread 

as the previously mentioned solutions. One of the main reasons 

for this is the size of the digitized pathological samples and the 

hardware resources required for their 3D visualization. In the 

paper, we present a client-server architecture that can provide 

a solution to the existing hardware limitations during the 3D 

visualization of digitized pathological samples. In the paper, we 

present the basic structure of our solution, several main 

functionalities, and the testing of the server software we 

developed. 

Keywords— Visualization, 3D visualization, multi-user, digital 

pathology, network communication, video streaming in medicine, 
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I. INTRODUCTION (HEADING 1) 

Nowadays, visualization has become an indispensable 
function in medicine, without which neither pathologists nor 
other doctors can make a proper diagnosis. The software-
supported evaluation of digitized medical samples, be it 
Computer Tomography (CT), Magnetic Resonance Imaging 
(MRI), or even digitized pathological tissue samples, has 
become part of everyday work. 3D visualization programs, 
which make digitized medical samples available for 
examination in a 3D environment after registration of the 
samples, must be treated separately from "simple" 2D 
visualization programs. In the case of certain imaging 
modalities, 3D visualization is already part of routine 
diagnostics, such as: 

 Computer tomography 

 Magnetic resonance imaging 

 Optical coherence tomography 

However, the 3D reconstruction [1-2] of digitized serial 
sections in a suitable way is still a research area in digital 
pathology [3]. Several factors make the 3D visualization of 
digitized pathological samples, so-called Whole Slide Image 
(WSI) samples, difficult. These include, among others: 

 Large data size 

 Coded data 

 High resolution 

 A Large number of samples per serial section 

Due to these aggravating circumstances, if we want to 
develop 3D visualization software for displaying digitized 
pathological samples, we must expect that only the most 
powerful hardware components currently on the market will 
be needed. 

Unfortunately, at the moment, hardware capable of 
processing hundreds of WSIs for 3D visualization in virtual 
reality is too expensive to be widespread, and it is not even 
expected that everyone has such powerful hardware [4]. 

One of the technologies offering a solution could be 
network streaming, with the help of which we would be able 
to transmit the data from a central computer to the users so 
that the users would not have to invest in expensive devices 
[5-8]. If the user wants to see the digitized medical samples 
processed by the server, he would be able to do so on his own, 
everyday computer. 

A. 3D graphics engines 

The use of 3D graphics engines is common in everyday 
work in certain areas, such as architecture or game 
development. The application of 3D graphics engines in areas 
such as medical informatics provides an opportunity to apply 
the experience accumulated in the field of game development 
and entertainment software development over the past 40 
years in digital medicine. 

Nowadays, several such 3D graphics engines are available 
on the market, which differs in the functionalities they 
implement, the supported programming languages, licensing, 
and the supported target platforms. To implement our 
software, our team chose the Godot graphics engine, as it 
provides many programming languages for development, 
such as C#, and C++. Another advantage in addition to the 
Godot graphics engine is that it supports multiple target 
platforms such as Windows, Linux, and Macintosh [9-10]. 

B. Video streaming 

Nowadays, video streaming defines our everyday life, 
whether it is entertainment or work [11-13]. Real-time video 
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streaming techniques also differ from non-real-time in their 
basic operation, but one of the most important differences is 
that real-time video streaming is much more sensitive to delay, 
jitter, and packet loss [14-17]. To provide the best possible 
user experience, developers use various adaptive streaming 
techniques, such as Dynamic Adaptive Streaming over HTTP 
(DASH) [18] or Active Queue Management (AQM) [19] [20]. 
Today, DASH-based systems are the basic solution for non-
real-time and real-time video streaming systems and it is a 
common solution to use DASH systems in combination with 
AQM solutions. AQM currently has 4 common solution 
methodologies. These are Random Early Detection (RED) 
[21], Adaptive Random Early Detection (ARED) [22], 
Controlled Queue Delay (CoDel) [23], and Proportional 
Integral controller Enhanced (PIE) [24] [25]. 

II. VISUAL VIDEO STREAMING IN MEDICINE – STATE OF ART 

A. Video streaming in surgery 

One of the areas in which the use of real-time video 
streaming has become popular is to increase the efficiency of 
surgical interventions. The use of smart glasses in this area 
was obvious, as these devices provide surgeons with a 
convenient way to utilize the new information that they 
receive through real-time streaming techniques. The first 
application of smart glasses using a real-time streaming 
technique within the framework of surgery was published in 
2013 in the following article [26], and it is still a popular topic 
today [27]. 

 
Fig. 1. An example usage of network streaming in surgery [27]. 

In Fig. 1 we can see, that combining smart glasses with 
network real-time streaming technology can provide 
advantages in surgery such as intraoperative counselling or 
innovative training of surgeons. 

The application of the network streaming technique in 
surgery is not limited to different smart glasses or different 
Extended Reality (XR) solutions. Several types of research 
have been carried out in the past, in which the network video 
stream is monitored by an observer at another point of the 
earth with the help of a traditional smart device. The [28] 
publication presents such a solution, in which the authors also 
present the transmission of sound data, with the help of which 
the surgeon can receive sound-based feedback from a remote 
colleague based on the real-time image material. 

The COVID-19 epidemic has shown that, among other 
things, the use of real-time network streaming techniques can 
play a major role in surgical education. The publication [29] 
shows an example of this. 

B. Video streaming in digital pathology 

The application of real-time streaming technology in 
digital pathology, including in the field of telepathology, 

results in a solution that provides pathologists with the 
opportunity to remotely diagnose high-resolution digitized 
pathological samples. An example of such a solution is the 
Remote Medical Technologies™ software, which can be used 
to perform an online consultation using real-time video 
streaming [30-31]. 

In the solution, 2 pathologists have the opportunity to 
establish a joint diagnosis, moreover, in such a way that the 
large digitized samples are only available to one of them. In 
contrast, the other user can see the samples displayed by the 
first user in the form of a real-time video stream. 

Of course, COVID-19 also showed in pathologist 
education that the use of network data streaming technologies 
is essential in the future. The publication [32] shows an 
example of this. In the solution described by the authors, the 
user can start a real-time stream for several clients, thereby 
sharing the pathological samples with other users and sharing 
different cases with the students. 

III. OUR IMPLEMENTATION OF VISUAL DATA STREAMING 

USING VIRTUAL REALITY 

The basis of our implementation is that, unlike other 
streaming techniques, we do not transmit the entire 3D 
environment to the user, but always only the 2D image that 
would be in front of his eyes. With this technique, we can 
reduce the amount of data to be transmitted over the network, 
which leads to the fact that we can provide users with a more 
continuous, higher-resolution video stream. The basis of the 
technique implemented by us is presented in Fig. 2. The 
meaning of the abbreviations in Fig. 2 are: 

 𝐵𝑛: The buffer at the client side, where the independent 
clients store their streaming data, which came from the 
server. The size of the buffer for the different users can 
be different. 

 𝑉𝑓𝑛: The visualization frequency of the different users. 
This is the speed, whit which the user visualizes the 
data, that the server sent. The visualization frequency 
depends on the network quality of the user. This 
variable can have different values for different users. 

 𝐴𝑓𝑛 : The asking frequency of a given user. This 
variable describes how fast the user asks for new data 
from the server. If the network quality of the client is 
good enough he can ask with a higher frequency, 
which will lead to a smoother stream on the client side. 
This variable can have different values for different 
users. 

 

Fig. 2. The basic demonstration of our solution. 
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As shown in Fig. 2 in our solution only the server, i.e. 
entity capable of processing and displaying 3D data. To 
optimize the network data traffic, the individual clients receive 
from the server only the 2D image they currently need of the 
3D world existing on the server. With this solution, users will 
always see that they are in an actual 3D world, and they will 
see the 3D digitized medical sample displayed on the server, 
but all resource-intensive calculations will run on the server. 

A. The implementation of the client, and server architecture 

To be able to implement the described solution, we had to 
plan the architecture of the server and the client, because in 
our solution these two components are developed as separate 
executables. 

1) The implementation of the client 
The client program can be run on any computer that can 

connect to the network from which the server is also 
accessible. We had to implement several basic functionalities 
on the client for our program to run stably. These were: 

 Connection of the client to the server 

 Client-side buffering rules 

 Determination of delay compared to the server 

 Transmission of movement data from the client to the 
server 

Each user is represented to other users as a so-called avatar 
so that they can distinguish from each other. 

It should be mentioned that even though the real 3D 
rendering is done on the server, the movements performed by 
the user are transmitted to the server, and then the user 
receives a new image from the server corresponding to his 
movements. This implementation allows the user to fully 
control his local movement, but the calculation required for 
3D visualization remains on the server side. 

2) The implementation of the server 
For the implementation, we used the previously presented 

graphics engine, to exploit the possibilities that a graphics 
engine can offer regarding 3D visualization. We also made 
great use of the so-called camera class provided by the Godot 
graphics engine when implementing the server. 

Every time a new user connects to the server, we create an 
instance of the mentioned camera class. These pediments 
indicate the position of the users in the central 3D environment 
to which all users connect. When one of the connected clients 
requests a new image from the server, the server receives the 
image from the camera belonging to that client. This solution 
enables all calculations related to the 3D environment and 
digitized medical samples to run on the central server, but all 
connected users can get a real-time view of it. 

B. The implementation of the buffering rules 

For our system to function stably even if certain packets 
do not arrive on time or not at all, we used a so-called ring 
buffer technique, which provides the opportunity for the 
clients to store the frames sent from the server to the clients, 
so the clients can provide the user with a stable service despite 
fluctuations in the quality of the internet. 

The difference between the currently displayed frame 
index from the buffer and the latest frame index received from 
the server must always fall within a specific range. If this is 

not the case, one of the 2 buffering rules implemented on the 
client must be applied, as follows: 

 If the difference between the indexes decreases, the 
client must slow down the display of frames received 
from the server. This results in the distance between 
the indices returning to the normal range. 

 If the difference between the indexes becomes too 
large (larger than the 90% of the size of the buffer), the 
client must slow down the frame request from the 
server. This will cause the distance between the indices 
to decrease and then return to the normal range. 

By applying the current buffering rules, our software can 
operate stably even with non-constant network parameters and 
can maintain the client-server architecture, in which the server 
provides a continuous video stream to the connected clients. 

C. The implementation of the resolution changing in 

runtime 

The current solution of our software includes functionality 
with the help of which, if the quality of the connection 
between a client and the server begins to deteriorate, the client 
will continue to receive frames, but with a lower resolution. 
This solution makes it possible for minor fluctuations in the 
network not to hinder the smooth use of the software. 

The basic idea of the function is to examine the delay 
between the server and the client at given intervals. If this is 
greater than a certain threshold value, the resolution of the 
frames provided by the server to the client must be reduced. 
Otherwise, if the delay is smaller than a certain threshold 
value, the resolution of the frames received by the client from 
the server can be increased. The current version of our 
implementation supports 3 predefined resolutions a low, a 
normal and a high resolution. The different video stream 
resolutions can be seen in Fig. 3. 

 

Fig. 3. The different video stream resolutions on the client side. A: Low-

resolution video stream in case of high latency between the client and the 
server. B: Medium-resolution video stream in case of medium-quality 

latency between the client and the server. C: High-resolution video stream 

on the client side in case of low latency between the server and the client. 

D. Implementing the virtual client generation 

This research is an extension of the authors' previous work 
[33]. In order to keep the minimum computational resources 
as low as possible, the client receives the data in the form of a 
video stream from the 3D world created on the server. In order 
to provide the client with the appropriate video stream, the 
server must perform several steps when the client connects. 
These are: 

1. Create a camera on the client server. 

2. Set the resolution of the user’s camera. 
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3. Create a client’s avatar. 

4. Placing the client in the 3D space created on the 

server. 

5. Translation of the generated virtual users to the 

3D model. 

 

Fig. 4. The steps to generate virtual users in the server program. 

By repeating these steps, a virtual system can be generated 
in which any number of virtual users can be created. This can 
be seen in Fig. 4. Virtual users differ from the actual users 
connected to the server in that they do not increase network 
traffic. This may be because the image data associated with 
virtual users is not sent out by the server to any recipient. This 
allows us to test the hardware usage of the server with 
different numbers of users, without the need to transmit 
network packets or without actually having hundreds of 
devices connected to the server. 

 

Fig. 5. Our server software with 100 virtually generated users. 

There are several important details to highlight in Fig. 5. 
The first is that all virtual users are generated so that their 

corresponding camera is always facing the 3D medical 
sample. This is necessary because it is closer to a realistic 
usage and because what the user is looking at affects the server 
hardware utilization. Several details are numbered in the 
figure. These are: 

1. 1 out of 100 virtually generated users. 

2. A medical sample visualized in 3D. 

3. The virtual examination room, where users can 

make a diagnosis together. 

IV. EXPERIMENTAL VALIDATION OF OUR SOLUTION 

A. Testing the resolution changing 

To test the runtime, and change of the stream resolution, 
we set such threshold values for the change of resolutions 
during runtime, with which we could simulate all 3 
implemented streaming resolutions. The results of the testing 
can be seen in TABLE I. It can be seen from the table that 
when the delay is greater than 100 milliseconds, the server 
starts providing a lower-resolution stream to the client in 
question, on the other hand, when the delay falls below 15 
milliseconds, the client will receive a higher resolution video 
stream get from the server. Between the two values, the server 
provides the video stream to the client at an intermediate 
resolution. 

TABLE I. The results of the resolution testing based on the latency 

change. 

Index Latency Resolution 

0 20 1 

1 14 2 

2 12 2 

3 140 0 

4 632 0 

5 10 2 

6 577 0 

7 12 2 

8 22 1 

9 12 2 

In TABLE I, in the resolution column, 0 indicates a low-
resolution stream, 1 indicates a medium-resolution stream, 
and 2 indicates a high-resolution stream. 

 

Fig. 6. The resolution changing based on latency fluctuation. 

In Fig. 6, the different colours represent the streamed data 
of different resolutions depending on the delay. As shown in 
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the figure, if the delay is high and the streamed resolution is 
low, these cases are shown in the image with black circles. 

B. Testing the buffering rules 

To be able to test the correct functioning of the buffering 
rules in a suitable testing environment, we have created 
methods with which we can manually speed up the video 
stream display speed of individual users, as well as the request 
frequency of individual users, which request new frames to be 
displayed to the server. By changing these two attributes at 
runtime, we were able to move our program from the stable 
state during testing, so we were able to trigger the activation 
of the buffering rules. The result of testing the buffering rules 
can be seen in Fig. 7. 

 

Fig. 7. The result of the testing of the buffering rules. 

As shown in Fig. 7, if the difference between the currently 
displayed frame index from the buffer and the latest frame 
index received from the server does not fall within the 
predefined range, the buffering rules will come into effect. We 
can see the result of the first buffering rule being processed 
with orange colour in Fig. 7, while the result of the second rule 
is shown in grey. It can be seen that if the value in question is 
out of the defined range either upwards or downwards, the 
rules can restore it to the appropriate range by changing the 
value of the display attributes. 

C. Testing the server-side resource usage 

Testing our server software was important for a number of 
reasons. These included: 

 Which hardware component represents the bottleneck 
in the case of server software when a large number of 
users are connected? 

 What is the resource utilization of the server program 
for different numbers of users? 

 What is the maximum number of users we can serve 
with an acceptable resolution video stream? 

During our research, we continued testing our system by 
generating virtual users, with more users, and on weaker 
hardware. In order to be able to test our server-side software 
solution with hundreds of users, we have created a virtual test 
environment. In this test environment, there is no need to 
connect physical users, but the server software is able to create 
virtual users. With this solution we are able to simulate the 
presence of actual physical users in the system. During the 
test, a 3D lab environment was created in this simulated 
environment, displaying a digitized medical sample consisting 
of 89 elements. The simulation was set up so that the system 
would increase the number of connected with a predetermined 

number. During the test, the following parameters were 
checked on the server side: 

 CPU usage, 

 RAM usage, 

 GPU usage. 

The hardware used to perform the testing had the 
following specifications: 

 11th Gen Intel(R) Core(TM) i9-11900KF @3.5GHz 

 64 GB DDR4 RAM 

 NVIDIA GeForce RTX 2060 SUPER 

 Samsung 980 PRO 2TB SSD 

The test environment was built in such a way that each user 
receives 1 image per second from the server at a resolution of 
320*180. 

TABLE II The results of the server’s hardware usage tests. 

User 

Number 

Server’s 

CPU Usage 

(%) 

Server’s 

GPU Usage 

(%) 

Server’s 

RAM usage 

(GB) 

5 2.00 91.15 0.208 

10 3.21 92.64 0.247 

20 6.29 93.26 0.271 

30 9.40 94.65 0.297 

40 12.96 95.15 0.315 

50 16.50 97.32 0.336 

60 18.09 98.28 0.367 

70 19.26 99.67 0.397 

80 20.70 99.86 0.421 

90 22.15 100.00 0.447 

100 23.82 100.00 0.477 

In TABLE II, we can see that with the increase in the 
number of users, each of the examined hardware resources 
increases to a different extent. We performed 10 tests for 
virtual user groups of different numbers, and then averaged 
the obtained values. The results obtained in this way can be 
seen in TABLE II. The visualization of the test results can be 
seen in the following paragraphs. 

1) Testing the CPU usage of the server sorftware 
In our solution presented in the paper, the CPU unit is not 

basically responsible for generating the images defined for 
each user. Nevertheless, in our test we observe that as the 
number of users increases, CPU usage also increases. This is 
due to the need to perform several background tasks in 
generating and serving each user. For example, determining 
which user should receive image data at the current time 
moment. The result can be seen in the Fig. 8. 
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Fig. 8.  The test result for the CPU usage of the server software with 
different number of virtually generated users. 

As we can see in Fig. 8, with a higher number of users, the 
CPU usage of our server also increases. Fig. 8 shows that the 
CPU utilization of the current version of the server is almost 
linear but further tests are needed to prove this for sure. 

2) Testing the GPU usage of the server software 
In our current solution, the most exploited hardware unit 

is the GPU. This may be because the GPU is responsible for 
generating the actual image displayed to each user. This may 
not be a problem with a small number of users, but with close 
to 100 users we are reaching the limits of our current testing 
hardware. This can be seen in Fig. 9. 

 

Fig. 9. The test result for the GPU usage of the server software with 

different number of virtually generated users. 

Fig. 9 shows that even with 5 virtual users we are close to 
the maximum GPU utilization, and with 80 virtual users we 
reach it. 

3) Testing the RAM usage of the server sotfware 
Even with up to 100 virtual users, the memory usage of 

our current solution is low. This can be seen in Fig. 10. 

 

Fig. 10. The test result for the RAM usage of the server software with 

different number of virtually generated users. 

We can see that even with 100 users, we do not reach 1 
GB of RAM usage with our server program. The test results 
show that in our current solution, the RAM usage of the server 
is not a limiting factor in terms of how many users can connect 
to our system. 

V. CONCLUSION 

In the paper, we presented practical results of our research, 
which relate to the application of low latency video streaming 
technology in the field of digital pathology. In the paper, we 
presented a possible implementation of video streaming 
technology in the medical field and presented two test cases 
with which we validated our solution after development. In 
addition, we presented our latest test results for our server 
software in the paper. During testing, we created a testing 
environment in which we are able to simulate a large number 
of connected users. With this solution, we are able to define 
the hardware limits of our solution regarding the maximum 
number of users. Nowadays, the evaluation of 3D digitized 
pathological samples requires strong hardware resources, but 
with the client-server solution we have presented, the user can 
also evaluate pathological serial sections in 3 dimensions on 
his own, everyday laptop, if a sufficiently powerful server is 
available to which he can connect. 

By applying the solution described in the article and by 
further developing it, it is possible to eliminate the obstacles 
related to the hardware capacity of the 3D visualization used 
in digital pathology. 
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